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Pa*ent	data 	 	 	 	Presence	of	pathology	
Images 	 	 	 	 	Objects	present	
Finacial	data 	 	 	 	Next	price	
Robot	sensors	 	 	 	Steering	ac*on	
Flight	history 	 	 	 	Landing	*me	
Movies	watched 	 	 	Movies	to	suggest	
Recorded	voice 	 	 	Words	transcripted	
Driving	data 	 	 	 	Driver	profile 	 		

SUPERVISED	LEARNING	

show	video	



FAMILIES	of	MODELS	

DATA	 ADJUSTED	MODEL	

Decision	tree	

Neural	
network	

3	degree	SVM	



MACHINE	LEARNING	
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TOOLS	ALGORITHMS	



STANDARD	FORMULATION	

m:	número	de	datos					n:	número	de	descriptores	por	dato	



STANDARD	FORMULATION	



STANDARD	WORKFLOW	

FORMULATE	
MODEL	FAMILY	

DESIGN	COST	
FUNCTION	

COST	
MINIMIZATION	

EVALUATE	



LINEAR	REGRESSION	

FORMULATE	
MODEL	FAMILY	

DESIGN	COST	
FUNCTION	

EVALUATE	

X/Y	linear	rela*on	

Avg	squared	error	

Gradient	descent	
(or	generic	op+mizer)	

Closed	form	

Train/test	split	
Learning	curves,		
Stability	of	models,	etc.	



show	notebook	part	1	
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PERCEPTRON	

FORMULATE	
MODEL	FAMILY	

DESIGN	COST	
FUNCTION	

Gradient	descent	(or	generic	op+mizer)	
	

BACKPROPAGATION	



CONVOLUTIONAL	NETWORKS	

ml4a.github.io/dev/demos/demo_convolu*on.html		



STRUCTURE	OF	COST	FUNCTIONS	



STRUCTURE	OF	COST	FUNCTIONS	

data	



STRUCTURE	OF	COST	FUNCTIONS	

params	



STRUCTURE	OF	COST	FUNCTIONS	

params	

MATRIX	SYMBOLIC	COMPUTING	
WITH	SYMBOLS	FOR	DATA	(no	gradients)	

AND	SYMBOLS	FOR	PARAMS	(need	gradients)	



show	notebook	part	2	



CNN	



CNN	



“small”	CNN	

400	+	3600	+	1536	+	117600	+	2000	=	125136	tunnable	params!!!				



show	notebook	Notes	04	
	

show	logdir	in	tensorboard	



device	placement	
show	graph	in	tensorboard	from	last	CNN	



device	placement	
•  individual	ops	have	parallel	implementa*ons	(mul*	core	CPU	
or	mul*	thread	GPU)	

•  can	specify	device	placement	of	components	of	the	
computa*on	graph	(data	and/or	opera*ons)	

•  tensorflow	will	move	data	around	to	comply	



device	placement	
•  types	of	devices	
•  not	all	opera*ons	can	be	done	in	GPU	(ops	vs.	kernels)	

recall	that	GPUs	are	co-processors,	everything	exists	first	in	RAM	



data	parallelism	
•  data	parallelism	through	batchs	of	data	
•  model	+	batch	needs	to	fit	in	GPU	memory	



model	parallelism	
•  harder	to	program	
•  needs	sync	
•  GPU	mem	holds	par*al	model	and	data	batches	



model	parallelism	
•  harder	to	program	
•  needs	sync	
•  GPU	mem	holds	par*al	model	and	data	batches	

YOUR	MATH	MUST	SUPPORT	THE		
PARTITIONING	OF	YOUR		

COMPUTATIONAL	GRAPH!!	



distributed	compuNng	
data	is	expensive	to	move!!!!	

in/between	graph	replica*on,	asynch/synch,	etc.	



distributed	compuNng	
data	is	expensive	to	move!!!!	

in/between	graph	replica*on,	asynch/synch,	etc.	

THINK	ON	HOW	DATA	FLOWS	
WITHIN	YOUR	COMPUTATIONAL	GRAPH	



CNN	applicaNons	



CNN	applicaNons	



RNNs	



RNN	applicaNons	

signal	palerns	(finance,	speech,	etc.)	
text	genera*on,	transla*on	

	
see	hlp://karpathy.github.io/2015/05/21/rnn-effec*veness/	



other	stuff	

•  High	Level	API	(nlearn,	Keras)	
•  TPUs	(tensor	processing	units)	
•  Theano	and	Torch	

hlps://s3.amazonaws.com/rlx/streetview_detec*on/madrid_centro/dboard.html	
	
hlps://s3.amazonaws.com/rlx/eafit_edificios/dboard_clean.html	
	
	



RISE	study	group	on	TF	

•  Learn	and	discuss	on	TF	
•  Understand	its	applicability	
•  Approach	problems	and	prac*cal	solu*ons	
•  Compete	in	challenges!!!!	

•  Open	to	anybody	
•  Python	programming	encouraged	

	 	 	hRps://goo.gl/Vf6v4A	



thnx 


